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Summary:Data fusion consists of merging information coming from tfferent sur-
veys. The first one is called reference or donor survey whédesecond is called punctual
or receptor survey. Such two independent surveys have k bfe@ommon variables that
is used as a bridge between them. The aim is to complete thptorcsurvey exploit-
ing information acquired from the donor one, and file graftis commonly used for
this aim. As file grafting is based on Principal Component ljsig, it does not con-
sider possible dependency structure among the variabteshid work we present a
new methodology for data fusion based on@mnstrained Principal Component Anal-
ysis(CPCA) technique. The proposal allows to impute the missing miztion into the
second survey taking into account knowledge about theioakttip structure among
variables.

Keywords:File grafting, Missing values imputation, Non-symmettieaploratory data
analysis.

1. Introduction

In recent years, there is a growing interest in methodoogjieing at
combining different sources of information, usually froeveral surveys.
Parallel questionnaires, panel survey, tentatives o€bimg basic surveys
through specific questionnaires (Santini, 2001) may ofeguire such
techniques usually named as data fusion (Aluja-Bahat. 2007).

Data fusion, also known as statistical matching or file gngftin-
volves the imputation of a complete block of missing vamisbin inde-
pendent data sets. It consists of matching two already heleegs in
order to make it possible to transfer part of the informationtained in
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one survey to a second one. The first survey is called refersacey
(donor matrix); the second is called punctual survey (remematrix).
Data fusion allows us to treat data coming from the two dcstsurveys

as a whole. These methods found some applications in madigest
(Riuset al,, 1999; Lejeune, 2001; Aluja-Banet and Thi6, 2001), in web
data analysis, and also in national statistical instit(i#®razio et al,
2006).

With the aim of determining the complete block of unobsemnvades
of a set of variables included in a first survey but not in a sd¢data fu-
sion can be approached by means of missing data imputathbnitpies.
Missing data of the receptor matrix will be imputed by exph@ infor-
mation coming from the donor matrix. To perform such an iragioh a
set of variables in common to both surveys is required.

Different methodologies have been proposed in literatorelta fu-
sion (see e.g. Little and Rubin, 1987; Schulte Nordholt,8 9®aporta,
2002), and they can be classified in two families. A first grexplicit
model-based estimation methodslies on finding anodelfor the vari-
ables to be imputed in the donor survey and on applying itferéceptor
survey. Explicit models usually exploit regression moaeld yield good
imputations. However, they underestimate the variancé@fimputed
variables and their correlation coefficients (Shao and \Vaag2).

The second group includes the so-calleglicit models for impu-
tation. In such a case, for each statistical unit of the receptoresyr
one or more donor units are selected. The values of the domt are
then imputed to the receivers. Among the implicit methodis grafting,
based on Principal Component Analy$JA), is one of the most largely
used. This method aims at defining a common subspace ontd waic
project the statistical units coming from the two surveyscltgsubspace
is constructed throughRCA performed on the common variables of the
reference survey. It is well-known that tRECA analyzes the correlation
structure, and, in this sense, all the variables play a symmrele, as-
suming an interdependence structure among them. Howawciolog-
ical and economic theories some relationships are givenvatieknown,
and hence soma priori knowledge on dependency structure among the
X andY variables is available.
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In order to avoid the above-mentioned problems, we propdde a
grafting technique that combines the explicit and implagiproaches,
and we call itNon Symmetrical GraftingNSQG. The proposed method
exploits the non symmetric®CA to explore the dependency structure
of the data, i.e. th€onstrained Principal Component Analy$GPCA
technigue (D’Ambra and Lauro, 1982). ThNsSGalgorithm projects in-
dividuals belonging to different surveys onto the same gabs, deter-
mined through the non symmetriclCA This projection is made by a
linear multiple regression. In such a space, distances gnmalividuals
belonging to the different surveys are evaluated, and foh agatistical
unit of the receiver survey, the “missing values” are imguising the
nearest neighbor donors.

The paper is organized as follows. In Section 2 we presentntiia
ideas about data fusion and models for imputation; in SeQ@ithe file
grafting is described. In Section 4 the proposed Non SymoatiGraft-
ing procedure along with details concerning the imputatre@thods. In
Section 5 some issues related to validation are discusse®edtion 6
we discuss the main results of a simulation study, and sorakrémarks
conclude the paper.

2. Data fusion and imputation models

Data fusion is generally aimed at combining data coming feaw
eral surveys. In this paper, we consider its simplest cadiedcunilateral
fusion, in which there are only two data sets: the donor oatithcom-
plete, and the other one with a block of missed variablespiet data
set).

More precisely, the donor survey contains information alaoset of
p+k = g variables observed an, subjects; the recipient survey, contains
information about a set gf + j = z variables observed om, subjects.
In both surveys a set gf variablesX is in common. We denote witK,
the set of common variables referred to the donor surveyndX ; the
other one referred to the receiver survey. Analogously wetiewith
Z, the j specific variables of the receptor survey, with the k& specific
variables of the donor survey and wity the specific variables to be
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imputed. The aim is to fill the hyphened part of the second detix.
We use the donor survey;Y) to impute the set ok variables not
observed in the receiver survey (Fig. 1).

ny

g

Figure 1. Blocks of shared and unshared information.

Data fusion can be considered as a particular kind of misdatg
imputation problem. In such a case, the missing values sporal to
variables missing by design and a complete block of informnathould
be imputed (Aluja-Baneg¢t al. 2007). In this framework, different ap-
proaches can be adopted. In the class of explicit modelsryasumple
imputation procedure relies on a linear regression modets on X, es-
timated on the available statistical units (namely, theadatata set), in
order to impute the missing values through the predictedesY. For
this purpose, the following conditions should be verifiédregression
models should show a good fitting) the relationships among predictors
X and response variabl&s should be constant in both surveys;) the
partial correlation ofY’ given X and the correlations among the predic-
tors should be equal to zero. More complex regression tgalesicould
be applied for data fusion. Barcena and Tusell (1999) defmnddta fu-
sion procedure working with a multiple imputation via cléisation and
regression trees naméatest climbingalgorithm.
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However, such methods underestimate the true variancesofat-
ables they are attempting to substitute. When regressiateimare used
for the treatment of missing values, a loss of variabilitytleé genuine
values occurs (Little and Rubin, 1987). Indeed, one reglacg&known
values scattered around the regression hyperplane thtbeditted val-
ues lying on the hyperplane (Barcena and Tusell, 1999). hEurtore,
with these methods, the correlation structure of the ingwteiables is
not well-reconstructed (Shao and Wang, 2002).

Another approach to data fusion relies on the use oEtealgorithm
that provides an iterative way to maximize the likelihooddtion of in-
complete data (Dempstet al,, 1977). In such a case strong assumptions
on the likelihood and on the generating mechanism of the dagae-
quired. However, data imputed via EM algorithm also suféens lack of
variability with respect to imputed values through regir@ssnodels. An-
other method belonging to the explicit models is theltiple imputation
based on the Bayesian framework (Rubin, 2003), that all®ite simu-
late the posterior distribution of the missing values by utnpg each data
with several values according to one or more estimation msodsen if
multiple imputation techniques could achieve correctaraces, they are
really complex and time consuming (Saporta, 2002).

To overcome such problems, on the other hand, implicit mouith-
ods for missing data imputation have been developed iratitee. A
very simple method that does not require assumptions oahlardis-
tributions or on relationship structure between the speaifiid the com-
mon variables is th&ot deck imputatiorfFord, 1980). In such a case,
the values of some statistical units of the complete surdendrs) are
copied and pasted on other incomplete statistical uniteivers). Ac-
cording to some notion of similarity based on the commonaldes, the
best donors are selected. Such methods are data-drivensaniution
free; they avoid incoherent estimations since the copidaegebelong to
real observations (Saporta, 2002). The combined use ofduit idhpu-
tation through the nearest neighbor principle and of faateechniques
as Multiple Correspondence Analysis or Principal Comporeralysis
is the base of a reference data fusion procedure knoweagrafting
process (Aluja-Banedt al., 1995).
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3. Filegrafting for data fusion

File grafting technique essentially consists of two stdpisig et al.,
1996): pre-grafting and grafting. The former is aimed atging the
common variables and testing the common space stabilityderdo en-
sure the grafting feasibility. In this step, a subset of cammaariables
defining a similar subspace of representation for both datais identi-
fied. Such variables represent the “bridge” to transferrmgztion from
one data set to the other (namely, projecting on it).

In the second step, if we consider the case of all continuatiahles,
the actual graft is performed through a singular value demstion of
Xo, Xo = VoAoUj. The statistical units are represented in thebasis
with coordinatest, = X,U,, and the elements of the second data set
X, aregraftedin the same reference badig. That is, the individuals of
X, are projected as supplementary points with coordindtes- X, U,.

To perform file grafting the assumption of stability of théatenships
among variables is required (Bonnefaitsl., 1986). This latter assump-
tion allows us to define a common space on which to representtiole
information of both data sets.

Once all the individuals of the two surveys have been pregeon the
previously defined subspace, for each individual of theivecenatrix X,
a donor(s) having the closest profile with respect to the comvariables
is selected. Thaearest neighborto thei-th unit of the receptor survey
are those individuals of the donor survey having the minintistance
in the common space. In the data fusion original proposaln#garest
neighbor(nn) algorithm has been applied (Baket al, 1989); a modi-
fied version (Aluja-Banegt al, 2001) exploits and applies tlkenearest
neighborgknn) algorithm (Fukunaga and Narendra, 1975). Finally, miss-
ing data are imputed by hot deck imputation (Ford, 1980).

After the imputation it is necessary to measure the pretisiothe
performed data fusion. One way consists of carrying outfaisglutation
of Y variables upon the same individudsg. In such a case the observed
values can be compared with the imputed ones by the iftjefAluja-
Banetet al, 2001):
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R, = _ _ (1)

The R, index is the ratio of the sum of squared errors in the case of
file grafting imputation and sum of squared errors when onmjsiting
by the simple mean of the variable. When kmmalgorithm is used in the
fusion process, th&, index could be exploited to determine the value of
k. EvaluatingR, for the increasing and plottingR, as a function of,
the optimumk corresponds to the minimum value Bf.

4. Non Symmetrical Grafting for data fusion

The descriptive factorial analysis commonly used for fikgftyng (e.qg.
PCA, MCA,) do notimply anya priori knowledge about the phenomenon
under study. However, in many cases of sample survey daiaori in-
formation about different roles of the variables may belatdé or known
by the specific literature. In the same survey a dependenoetste be-
tween two sets of variables often may be reasonably hypattege.g.
income and number of the family member affect the consumptand
savings). If a set of variables (dependent variables) dégpen another
(independent variables) we can use this information to anpithe data
fusion process. In order to build a common space on whicheptioig
information from the two surveys, we propose the use ofdbestrained
Principal Component Analys{€PCA) technique CPCAconsists of car-
rying out a PCA of th&”’s image projected onto the common variables
subspace through a suitable orthogonal projection operato

Let X andY be the two blocks of centered and scaled variables ob-
served on the same units which identify two sub-sets. The goal of
C PC'A is the analysis of the relationship of thé block with respect to
the X block in terms of principal components associated with #giget
block. LetR? be thep + k dimensional vectorial space, and ¥t be the
vectorial sub-space dt? generated by the columns &, and consider
the image ofY in the sub-spac®&?:
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Y* = PxY, )

i.e Y* is the projection ofY in ®? through the orthogonal projection
operatorPx = X(X’'X)"!'X’. TheCPCAanalysis consists on a singular
value decomposition oY *,

Y* = V*ATU”. 3)

In such a case we represent the row elements ifthbasis, with coor-
dinate
U = X(X'X)"'X'YU* = Y*'U* (4)

Note that, ad* = PxY = X(X'X)1X'Y = X/ with the 3 the usual
OLS estimate, th€'PC A is equivalent to the singular value of the pre-
dicted value ofY through the regressobs.

Hence, exploiting the properties 6fPC' A and the characteristics of
file grafting procedure we propose a three-step procedatevcall Non
Symmetrical Grafting. In the first step, as in the imputatigrregression
models, a subset of thE must be selected; in the second step the file
grafting throughC' PC' A is performed, while in the third step the missing
variables are imputed via hot deck imputation.

4.1. Building the basic matrix

In order to use: priori information for grafting, we should identify the
common variables influencing the specific variables to beuiexgh In
other words, a subset of the variables on which we will perform the
CPCAhas to be selected. We propose to uselthekward elimination
criterion in regression analysis. Considering only the plate survey, we
fit a regression model for each variable belonginytoblock onX,, and
we select the predictors through the backward eliminatibmen, those
selected predictors, in common to both surveys, will be tsdulild the
X matrix to be analyzed througbPCA This subset of variables will be
the basis of the common space onto which the incomplete pwiibe
grafted.



A double imputation method for Data Fusion 9

4.2. Graftin CPCA

Once the common space is built, in order to jointly repreimtwo data
clouds the grafting process consists of projecting the eihdbrmation
in such a common space. Generally, it is possible to perfamptojec-
tion of additional individuals which are described by thetmxd Y .| X ],
starting from the singular value decomposition of @RCA The coordi-
nates of the supplementary individuals will be:

U = X (X X,) ' XY, U =Y U (5)

S

However, in our case, the individuals to be supplementanyepted
are lines of the receptor matrix, and hence Yhevalues we need in (5)
are missed. To overcome such a problem we propose to estiheate
by means of a regression model for each variable, startorg the ref-
erence survey's data. The usual OLS estimate- (X,X,) X, Y, is
exploited to perform a first imputation of the specific vatéy; in the
punctual survey, with

?1 = XlﬁAo. (6)
Then, for each individual of the receiver matix, defined in (5), is
replaced by thé&'; values obtained from the application of the estimated
regression models. Hence, in the case of Non SymmetricadtiGyathe

coordinates of the supplementary points of the receptorxnaill be the
following:

U = X, (X, X)X, Y, U = Px, Y, Uj, (7)

whereUy is the basis of th€ PCAfor Y = Px, Y. This result solves
the problem of the projection in supplementary of the remeptatrix
individuals.

4.3. Imputation

Once all the individuals of the two surveys are projectechengame
subspace constructed through @eCAtechnique, for each unit of the re-
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ceptor matrix we calculate the distances from the indivisloathe donor
matrix. Adopting the Euclidean metric, among the donors @ected the
nearest neighbofor the group ok-nearest neighbgiof each receiver sta-
tistical unit. Then, for the imputation we exploit thet deck imputation

In the case of just oneearest neighbgri.e. £ = 1, the imputation
consists of copying the donor survey specific variable \&a@iieen by the
best donor and imputing (pasting) them to the correspondiogiver. On
the other hand, to obtain a smoother imputation/theearest neighbor
algorithm can be adopted. In such a case, we calculate tihagesen the
specific variable values given by the optinkah donors and impute it to
the considered receptor.

To determine the optimal value 6fin the nearest neighbor algorithm,
we proceed to the auto-imputation of the variab¥eson X, itself, in
order to be able to measure the produced error, and to egdhat?,
index (Aluja-Banett al,, 2001).

5. Validation of imputation

Once the imputation is performed, it is necessary to vadida¢ im-
puted data. In this respect, we have three validation l¢gaiseasure the
imputation quality. The first consists of a global statst@omparison.
We perform an hypothesis testing for differences betweemibkans of
the block of the imputed variablés, and the block of the donor matrix
specific variable¥ .

The second validation level tends to assess the homogesfeity-
putations evaluating internal and external coherencyefritputed vari-
ables. The former is based on comparison between the dwretoeffi-
cient matrix ofY; and the corresponding correlation coefficient matrix of
Y. The latter tends to verify the homogeneity of the two crosselation
matrix of X, with Y, and ofX; with Y.

In order to evaluate both internal and external cohereneyse the
Fisher transformation of the correlation coefficient andpeeorm a set
of significant tests based on tledistribution to verify the pairwise cor-
relation coefficient's homogeneity. Hence, the imputedaldes are co-
herent when a reasonable number of tests on the differemcesgathe
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correlation coefficients is not significant for a giveivalue.

Finally, the third level of the validation process consgl#te accu-
racy of the imputation, where the term accuracy denotes gheeaent
between the imputed values and the “real values”. The acguwan be
measured evaluating the root mean square eftdf § ) among the im-
puted value®’, and the “real valuesY , that we should have had if we
observed those variables in the punctual survey:

RMSE = \/nlltr [(3?1 Y)Y - Yl)]. (8)

Obviously, it is possible to perform such a validation omlythe case
of simulation studies, when the real values are known.

6. Simulation study

In this section we present the results of a simulation stuetfopmed
to compare the proposédSGalgorithm with respect to both the classi-
cal file grafting methodology based ®#CA and the multiple regression
imputation. We generate 1000 observations from two mulaa nor-
mal distributions; we generatel@ — dimensional standard normal as
X variables and a Bimensional standard normal a¥. In the simu-
lation study we consider eight different covariance patierin the first
case, all the correlations have been set equal to #8¥0.(), while in the
last case the correlation &, of Y and the cross correlations & and
Y vary between 0.2 and 0.6{m.8). All the other intermediate cases
consider in turns different combinations of independesgghdenk, in-
dependent/dependelit, and independent/dependénton X.

Furthermore, we adopt thmissing data at randorfMAR) approach,
i.e. we randomly delete 500 observations in ¥enatrix. For thePC' A
file grafting and for the”' PC A file grafting we consider also the case of
bothk = 1 andk > 1 for the nearest neighbor hot deck imputation, and
the possibility of using a limited number of eigenvectorpeleding on
the scree plot. For the three methods we performed testartpa® the
“true” variances with the variances of the imputed variabkae “true”
correlation coefficients with the ones obtained on the iragwiariables
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(internal and external coherences), and finally we evalltite RNV SE
value for the five variables iiY .

Looking at whole results we observed the presence of a wédse-
tween the external and internal coherence and#heS E. Generally, the
better performances in terms Bf\/ S E are achieved by thenn hot deck
imputation (through botC'A andC PC A) and by the regression. This
suggest us the idea that the hot deck imputation wheanquite large is
a sort of nonparametric and local regression. On the othed,lthe re-
gression shows the poorest performances in terms of extardanternal
coherence, while our proposed procedure shows the be#istesu

As an example we present the main results of the two extresesca
denoted bySim.1 and Sim.8. Moreover, in the following table¥ 5. ,
andYéPCA are the imputed matrices through the usual file grafting and
our file grafting using one nearest neighbor and all eigeiovecrespec-
tively. In the same wayyY’., and Y% ., denote the imputed values
using thek nearest neighbors and all the eigenvectors, whilg; is the
imputation through multiple regression. Finally, when slceee plot sug-
gested a reduced number of eigenvectors, we added this nunbe
abbreviations?C A andC' PC A.

Table 1. Simulation study Number of P-values less than 0.05 (over 5 tests)
for the variance ratio test#l, : Var(Y:) = Var(Y.)
For 5 variableg P < 0,05
Y]lDCA
Yépca
chPCA(Q)
Yica
Yé’PCA
Yé’PCA(Q)
Y reG

Ol O O O M [ N[ i~

In the first case (Tables 1-4), we note that the grafting nusthath
the knn algorithm and the multiple regression perform in a similayw
in terms of RM S E (Table 4). However, multiple regression presents the
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Table 2. Simulation study 1INumber of P-values less than 0.05 (over 10
tests) of tests for the homogeneity of the real correlatioefficients among the
Y and the correlation coefficients among the impuid

For 10 couples P < 0,05
Y}DCA 0
Yé‘PCA 2
YlCPCA(z) 0
Yéc?CA 3
YE‘PCA 2
Y(kJPCA@) 4
Y rEG 9

Table 3. Simulation study Number of P-values less than 0.05 (over 10 tests)
of tests for the homogeneity of the real cross-correlatioefiicients among,
andY, and the cross-correlation coefficients ama{g and the imputedy ..

For 50 couples P <0,05
X1, Y]vs[Xy, Ype ] 4
(X1, YiJus[Xy, Yepoal 2
(X1, Y ]us[Xy, Yé’PCA(Q)] 3
(X1, Yi]us[Xy, Yiel 19
(X1, YiJvs[Xy, Yépoal 17
(X1, Yi]us[Xy, YZ‘PCA(Q)] 22
(X1, Yq]us[Xq, Y el 30

Table 4. Simulation study 12M SE values for different types of imputation
Y..

Yl Y2 Y3 Y4 Y5
Y}DCA 1.4334 | 1.3627 | 1.3584 | 1.3950 | 1.3343
Yé‘PCA 1.4454 | 1.4096 | 1.4393 | 1.4966 | 1.4043
YlCPCA(Q) 1.4297 | 1.3372 | 1.3835 | 1.4307 | 1.4271
Y%CA 1.0629 | 0.9583 | 1.0530 | 1.0342 | 1.0484
YéPCA 1.0668 | 0.9516 | 1.0288 | 1.0178 | 1.0665
Y o | 10683 | 0.9589 | 1.0411 | 1.0248 | 1.0762
Y rec 1.0657 | 0.9527 | 1.0247 | 1.0267 | 1.0583
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worst results in terms of both internal and external cohezgfiables 2
and 3). Note that, as all the correlations are equal to zex@thA and
the C PC A perform similarly. Looking at tests for the variance compar
ison between the real value of the variance¥ofand the variances of
the imputed values (Table 1), bdthnalgorithm and multiple regression
imputation underestimate the original variances as &l tegects the null
hypothesis of equal variances.

In the second simulation we report, baxhandY present a correla-
tion structure and there is also a cross-correlation stradbetween the
Y block and theX. Our proposed procedure with one nearest neighbor
works better than the other methods, especially in termatefmal and
external coherence and in terms of variance estimatione Mwatt with
respect to the same criterion, the worst imputation is alkthby multiple
regression, especially in terms of both homogeneity (esleand inter-
nal) and variance reconstruction. Our method withearest neighbor
works similarly to regression. This is probably due to thgédavalue of
k that transforms our method in a local regression. Being itnelated
relationships linear, these two methods provide similaults. Further
investigations should be done in case of nonlinear relakigns, or to find
a way to limit the value of:.

Table 5. Simulation study Bumber of P-values less than 0.05 (over 5 tests)
for the variance ratio test#l, : Var(Y:) = Var(Y.)

For 5 variableg P < 0,05
Yllf’CA

1
Yroam

1
YCPCA

k
YPCA

Y?DCA(:;)

%
Yipoa
Y rEG

QU O OO = | W W
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Table 6. Simulation study 8Number of P-values less than 0.05 (over 10
tests) of tests for the homogeneity of the real correlatioefficients among the
Y and the correlation coefficients among the impuid

For 10 couples P < 0,05
Y}DCA

1
Yroam

1
YCPCA

k
YPCA

O[O0 W| =D

YJI?CA(:«:)
YéPCA 10
Y rEG 10

Table 7. Simulation study 8umber of P-values less than 0.05 (over 10 tests)
of tests for the homogeneity of the real cross-correlatioefiicients among,
andY, and the cross-correlation coefficients ama{g and the imputedy ..

For 50 couples P < 0,05
(X1, YiJus[Xy1, Yol 7
X0, Y JusXy, Yhoao) 10
(X1, YiJus[Xy, Yipoa] 3
X1, YiJus[Xy, Yol 25
X, Y Jos[X0, Yh o) 35
(X1, YiJus[Xy, Y poal 15
(X1, Y1]us[Xy, Yred] 15

Table 8. Simulation study 821/ S E values for different types of imputa-
tionY..

RM SE
Y, Y, Ys Y, Y,
YJIDCA 1.5002 | 1.5520 | 1.5203 | 1.5214 | 1.4517
Yllf’CA(:s) 1.6046 | 1.5638 | 1.6094 | 1.5704 | 1.5881
Yipoa | 14434 | 1.3656 | 1.4138 | 1.4402 | 1.4368
Yl;,CA 1.1755 | 1.1358 | 1.1524 | 1.1773 | 1.1129
Y%CA(B) 1.2515 | 1.1784 | 1.2111 | 1.2260 | 1.1706
YEpeu | 11242 [ 1.0695 | 1.0883 | 1.1164 | 1.0593
Y rea 1.0657 | 1.0287 | 1.0441 | 1.0686 | 1.0526
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7. Final Remarks

Data fusion can be considered a particular kind of missirtg da-
putation problem and, hence can be treat through severabohabgies
depending on both the nature of the data and the correlatioctgre.

In our opinion, if a dependency structure among the commaon va
ables and the ones to be imputed is presernmplicit model imputation
it is not sufficient to evaluate the closeness of donors onlhe common
variable. In order to define the best donor(s) it is necessacpnsider
also the relationship structure among variables. In thissgourNSG
algorithm and multiple regression imputation take intocast such a
dependency structure, in contrast with the usual file grgftin addition,
with respect to the imputation by regression models our gsapworks
better in reconstructing variances and covariances ofrthpiied vari-
ables. Indeed, the simulation study shows ti&Galgorithm performs
better than multiple regression in terms of both homoggirtigiternal and
external) and variance reconstruction.

More simulation studies will be performed to analyze how pro-
posal performs when nonlinear relationship structure sgsgmt, and fur-
ther works will be done in order to find a new criterion to setee num-
berk of nearest neighbor donors.
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