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Summary: The relations among parameters in aggregate and elementary models are 
investigated and BLU estimators of elementary parameters are used to derive BLU 
estimators of the aggregate one showing that is possible to switch from former to latter 
without introducing aggregation bias. On this bases conditions for perfect aggregation 
are established and a proper measure of goodness of fit is derived both for aggregate 
and elementary models. It is then shown that, even in the case of perfect aggregation, 
elementary models have to be preferred to the aggregate one on the ground of the 
defined goodness of fit criterion. 
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1. Introduction 

 
The problem of aggregation of economic relations has a very long 

tradition in Econometrics: starting from the pioneer work of  H. Theil 
(1954) and passing through the contribution of A. Zellner (1962)  up to 
the present day, the topic of aggregation and the consequential topic of 
aggregation bias has often received the attention of econometricians. In 
recent times the unification of Europe has given a new impulse to the 
subject, since the micro-relations for individual country members need 
to be compared with the macro-relation for the entire UE. It is in this 
particular contest that the present work has been developed. 

                                                 
* This paper has been presented at the 1st Italian Congress on Econometrics and 
Empirical Economics, Venice, January 24th-25th, 2005. 
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In a very well known paper Y. Grunfeld and Z. Griliches  (1962) 
argued  �Is aggregation necessarily bad?� concluding that under some 
circumstances aggregation could give rise to a more efficient estimation 
than disaggregated relations. Our position is completely opposite to that: 
we are arguing whether the estimation of aggregate models is ever 
necessary. In point of fact we think that the problem of aggregation is a 
false problem since we will show that it is possible to switch from the 
disaggregate models to the aggregate one without introducing 
aggregation bias. 

This result comes out very easily from the investigation of relations 
among parameters in aggregate and disaggregate models (Section 3), so 
that it is possible to derive BLU estimators of aggregate parameters on 
the basis of elementary ones (Section 4). Conditions for perfect 
aggregation are derived (Section 5) pointing out that, even in more 
recent times, there have been some misunderstandings about testing for 
perfect aggregation. Finally (Section 6) a proper measure of goodness of 
fit is derived both for aggregate and disaggregate models; it is 
furthermore shown that, even in the case of perfect aggregation, 
elementary models have to be preferred on the ground of the defined 
goodness of fit criterion. 
 
 
 
2. Establishing notation 

 
Let�s consider the following system of linear models 
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ε+β=

ε+β=

ε+β=
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                (1)                        

 
where the endogenous variable Y  observed at time t  ( )Tt ,,1 …=  in 
country c  ( )Cc ,,1 …=  is expressed as a linear function of  V  



Is aggregation ever necessary?  

 

3 

exogenous variables vX  ( )Vv ,,1 …= , according to the following 
definitions of  vectors and matrices  

 
)',,,( 1 cTctcc yyyY ……=  

 
1×T  vector of the endogenous variable in country c , 
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VT ×  matrix of exogenous variables in country c ,           
 

)',,,,( 1 cVcvcc βββ=β ……  
 
1×V  vector of coefficients for country c  

 
)',.,,( 1 cTctcc εεε=ε ……  

 
1×T  vector of disturbances for country c . 

Using a standard notation, the system of equations (1) can be written 
as 

 
ε+β= ~~~~ XY              (2)       

where vectors and matrices are defined as follows 
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At time t, the system of equations (1) particularises in the following 

way  
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            (3)        

 
where cty   is the t-th element of the vector cY  (i.e. the value assumed by 
the endogenous variable in country c  at time t ), ctX  is the vector given 
by the t-th row of cX  (i.e. the V×1  vector of values assumed by the V  
exogenous variables in country c  at time t ), cβ  is the vector of 
coefficients for country c and finally ctε  is the disturbance for country 
c  at time t . 

The set of C  equations (3) at time t  can be written in the following 
way using the same notation as in (2) 

 
ttt XY ε+β= ~~~~             (4) 

 
where 
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1 Ctcttt yyyY ……=  
 

and X~  is the vector diagonal matrix 
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The C  equations in whatsoever form (1), (2), (3) or (4) will be called 

elementary models or micro models to distinguish them from the 
aggregate model or macro model that we are now going to introduce. 
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3. The aggregate model and its relationship to the elementary ones 
 

Defining the following vectors and matrices of sums over 
countries  
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and the vectors of the parameters 
 

)',,,( 1 Vv δδδ=δ ……  
 
the aggregate model may then be written as 
 

••• ε+δ= XY                                                                   (5) 
 
which at time t becomes 
 

ttt Xy ••• ε+δ=                                                                                   (6) 
                                                                              

Our aim is to see whether direct estimation of model (5) gives rise to 
a model which, in some sense, performs better than the estimated 
elementary ones. 

To explore the relations between the parameters β  of the elementary 
models and the parameters δ  of the aggregated one, let�s consider that 

ty•  can be obtained pre-multiplying the left hand side of equations (4)  
by the 1×C  row vector of ones ( )1,,1,1' …=1 . 

Performing the same operation on the right hand side of equations 
(4), the following expression is obtained 
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ttt XY ε+β= ~~~~ ''' 111                                              (7) 

 
that is 
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where ctω  and vtγ  are defined as follows 
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∑
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                                                                                  (9) 

 
Setting now 

 
)',,,,( 1 Vtvttt γγγ=γ ……     

 
model (7) may be finally written as 

 
tttt Xy ••• ε+γ=   .                                                                           (10) 

 
The aggregation of the endogenous variableY over countries induces an 
aggregation of the exogenous variables X  through parameters tγ  which 
are weighted averages (9) of the β  coefficients of the elementary 
models. Furthermore, since the weights are time dependent, the vectors 

tγ  are intrinsically time-varying parameters, depending on the variation 
of the exogenous variables X over time and over countries in the 
C elementary models. 
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4. Estimation 
 

Under the usual condition on disturbances  
 

0)~( =εE ;     IE ⊗Ω=εε )'~~(  
 

with Ω  being the CC ×  variance covariance matrix of disturbances 
between elementary models (which is assumed to be constant over 
time), it is well known that the GLS estimators of parameters of 
elementary models (Zellner�s SUR procedure) are BLU.  

Let β
%

 be the 1CV ×  GLS vector estimator of elementary models 
parameter 

    
YIXXIX ~)('~)~)('~( 111 ⊗Ω⊗Ω=β −−−%

       (11) 
 

and Y
%

 the 1×CT  vector of the endogenous variable, the estimated 
model will then be 

 
β=
%%

XY ~  
 
It is also well known that the BLU estimator of a linear combination 

of parameters is the linear combination of BLU estimators so that  
 

∑
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βω=γ
C

c
cvcvtvt

1

%%   
       

will be BLU.  
It has to be stressed that the estimated aggregate model  
 

ttt Xy γ= ••
%%                                      t∀        (12) 

 
will  show perfect  aggregation since it will be 
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and also 
 



L. Pieraccini 

 

8 

∑
=

• =
C

c
ctt ee

1
           (14) 

 
where as usual e are the residuals from estimated models.  

Because of (13) and (14), no aggregation bias will be introduced in 
switching from the elementary models to the aggregate one.  

If, as it usually happens, the Ω  matrix is not known, the estimators 
adopted for both kind of parametersβ �s and γ �s, will be the �feasible� 
version of GLS. 

On the contrary, the direct least squares estimation of aggregate 
model will generally introduce aggregation bias. This is clearly seen 
considering that in estimating directly model (5), the model that is really 
estimated will be of the type 

 
ttttt XXY •••• ε+δ−γ+δ= )(         (15) 

or 
ttt uXY +δ= ••  

        
with 
 

tttt Xu •• ε+δ−γ= )(    
 

This situation will have the following consequences on the new 
disturbance term tu  
 

0)()( ≠δ−γ= • ttt XuE  
)()()()( 2

•
ε+δ−γ′′δ−γ= •• VarXXuE ttttt        (16) 

0)()()( ≠δ−γ′′δ−γ= ττ••τ XXuuE ttt               τ≠∀t  
 

Because of equations (16) least squares direct estimation of 
aggregate model will give rise to biased estimators.  

From equation (15), it comes out directly that when the following 
condition holds 
 

tt ∀δ=γ                                (17) 
 
no aggregation bias will be introduced switching from the elementary 
models to the aggregate one, and there will be perfect aggregation. 
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5. Conditions for perfect aggregation  
 

To consider under which hypothesis the direct estimation of the 
aggregate model will be consistent with the estimation of the elementary 
ones, it is necessary to investigate the conditions under which (17) 
holds. We are going to consider three different situations which are the 
more interesting ones from our point of view. 

1 - As Zellner(1962) pointed out, there will be no aggregation bias 
when the β �s are constant over countries, that is when 
 

cvvc ∀β=β                                          (18) 
 

Under this condition it will in point of fact be 
 

∑
=

δ=β=ωβ=γ
C

c
vvcvtvvt

1
                                                          

 
and the weights ω will be irrelevant. 

In the same work Zellner proposed a test for perfect aggregation 
based on this kind of null hypothesis. 

2 - In an attempt to postulate less stringent conditions for perfect 
aggregation, Lee, Pesaran and Pierce(1990) considered the case of the 
equality of an average of the β �s of elementary models to the 
corresponding parameters of the aggregate one. In our notation  it will 
be 
 

v

C

c
cvv C

δ=β=γ ∑
=1

1           (19) 
 

But according to (17), to have perfect aggregation under this 
condition it has to be 
 

=cvtω constant                                 c ∀   (20) 
i.e.  

=
•vt

cvt
x
x  constant                                 c ∀    
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which is verified if and only if cvtx  is constant over countries. It is then 
evident that this is a very peculiar kind of hypothesis and that it is very 
much more stringent and less credible then the one proposed by Zellner. 

3 - A third  condition for perfect aggregation has to be considered, 
namely when 
 

t                                       ∀ω=ω cvcvt                                        (21) 
 
i.e. when the weights are constant over times  
 

t                                        ∀ω=
•

cv
vt

cvt

x
x  

 
This situation will arise when the cvtx �s vary proportionally over 

countries from time to time, so that an overall increase of %α  in the 
aggregated variable matches with the same increase in each country. In 
this case it will be 

 

v

C

1c
vcvv δβωγ == ∑

=
           (22) 

 
In the same paper, Lee, Pesaran and Pierce (1990) proposed a test for 

perfect aggregation based on the equality of the parameters of aggregate 
model to weighted averages of the elementary ones. The test can be 
properly applied in this context. 
 
 
 
6. Measuring goodness of fit 
 

The argument that is sometimes used in favour of direct estimation of 
the aggregate model is that it will give rise to a better fitting model. 
Then the point that has to be explored is the way the goodness of fit is 
measured.  

Our strong belief is that any measure of goodness of fit has to be 
referred to the total variance of the TC × observations on the 
endogenous variable Y , that is 
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where y  is the overall mean  
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Let now ty  be the mean of the observations on the C  countries at 

time t 
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and let cy  be the mean of the observations over the T  times in country c  
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With respect to (23) the total variance of Y  can be written in the 

following way 
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where )(2 tWσ  is the within times variance while )(2 tBσ  is the between 
times variance.  

With the aggregate model we are modelling )(2 tBσ  since, dividing 
both sides of (6) by C , it comes out 

 
tCtCtC XY ••• ε+δ= 111  

 
i.e. 
 

ttt Xy ε+δ=         
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where  tX  is the V×1  vector of over countries means of exogenous 
variables, and tε  is the corresponding mean of disturbances. 

On the other hand, the total variance can be partitioned with respect 
to (24) obtaining 
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where )(2 cWσ  and )(2 cBσ  are the within countries and between countries 
variances. 

With the elementary models we are then modelling )(2 cWσ  since  
 

ctcctct Xy ε+β=  
 

is going to explain the within country variations. 
In both cases the appropriate denominator for whatsoever goodness 

of fit index is the total variance of  Y. 
Defining 
 

δ= ••
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tt Xy  

 
for the aggregate model the measure of goodness of fit  is therefore 
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While for the elementary models, defining 
 

cctct Xy β=
%%  

 
the measure of goodness of fit is 
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The two measures 2

•R  and 2R  will then be homogeneous and the 
comparison among them appropriate: that will avoid any mis-
understanding on the behaviour of the two models.  

It has to be noticed that even in the case of perfect aggregation it will 
be 
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•≥ RR            (27)

  
Taking into account (11), the numerator of  (25) becomes 
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so that it will always be  
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The relation (27) shows that, even in the case of perfect aggregation, 

the elementary models have to be preferred to the aggregate one on the 
ground of goodness of fit criterion. 
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7. Conclusions 
 
We have seen that the relation derived among parameters of 

elementary and aggregate models allows BLU estimation of both of 
them, switching from former to latter without introducing aggregation 
bias. The aggregate model parameters are then fully consistent to those 
of the elementary models, so that predicted values of the former sum up 
to those of the latter and the same happens for residuals. 

On the contrary, direct estimation of aggregate model parameters 
generates in general aggregation bias. Only in few cases of perfect 
aggregation direct estimation does not introduce aggregation bias: but 
we have shown that these are very peculiar cases so that testing for 
perfect aggregation have to be interpreted in the light of them.  

Furthermore, even in presence of perfect aggregation it is shown that 
the estimation of micro-relations has to be preferred. To this extent, to 
avoid misunderstanding about the performance of aggregate and 
elementary models, a proper measure of goodness of fit has been 
introduced. On its light, it is shown elementary models always to 
perform better than the aggregate one: in our opinion this result is 
perfectly in line with the loss of information already pointed out by 
Orcutt, Watts and Edwards (1968). 

�Rebus sic stantibus�, we are deeply convinced that there is no 
reason for estimating an  aggregate model instead of  elementary ones: 
this is particularly true in the case of micro-relations relative to country 
members as counterpart of a macro-relation for all of them. The 
situation may be different if we allow misspecification in micro-
relations as Grunfeld and Griliches (1960) did, but then there is the 
problem arising from the possibility that the aggregate model could be 
not properly specified while the elementary ones are exactly specified. 

Finally, we want to stress that  � in our opinion � the time path of tγ
%  

can be useful to draw some light on their future evolution and on the 
future behaviour of the aggregate dependent variable. But this is another 
story, that should be fully explored. 
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