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Summary:This article presents a testing procedure for comparinghatdata distribu-
tions which helps the interpretation of results in presesfamplex surveys involving
the evaluation of several items or the evaluations expdegeaifferent groups of re-
spondents about a given item. For this purpose, a mixtureeimol@énoted CUB) for
ordinal data is considered. Specifically, Kullback-Liegld&ergence is used in order to
measure the dissimilarity among ratings distributions armtustering technique is ap-
plied for grouping distributions. A case study on universitaching evaluation is finally
illustrated.
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1. Introduction

Since 2000 Italian universities have implemented own proces for
evaluating teaching activities by means of extensive siseencerning
students’ opinions on attended courses. This fact origthatconsistent
number of studies discussing the principles ruling an efficevaluation
system (Biggeri, 2000; Biggeri and Bini, 2001) and devetgstatistical
techniques for the assessment of teaching quality and tleation of
educational processes.

As often happens in complex surveys, the questionnairdviessev-
eral aspects of teaching activity and, moreover, interges\are clustered
in different groups according to various features (foranse, faculties
or degree courses). For this reason, a statistical tooh®icomparison
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among rating distributions related to a number of items odifferent
bunch of respondents is needed in order to provide meadimjéuma-
tion to decision makers.

In this respect, a mixture distribution, recently introdddy D’Elia
and Piccolo (2005a), provides a useful probabilistic mdadeiiescribe
ordinal data. In this article, we propose to detect sigmificamilarities
and differences between raters’ overall judgements by eoimg the es-
timated CUB models.

The article is organized as follows. In Section 2, the CUBrdis
bution is briefly introduced. In Section 3, a testing procgedoased on
Kullback-Liebler (KL) divergence is discussed and a cluatgtechnique
is presented. Finally, a case study concerning a surveiedasut at the
University of Naples Federico Il on teaching quality is sitcated.

2. The mixturedistribution

According to D’Elia and Piccolo (2005a) the mechanism legdb
the formulation of subject’s judgement about a given itemloa summa-
rized by means of two random componemtgertaintyandselectiveness
The first one describes the fact that the rater, who is regdestassign
a score on a discrete scale to a certain item, tends to teebiédre pro-
viding the answer since he/she has to force his/her mentatieect about
liking/disliking into a numerical value. The second onestead, is re-
lated to the profound belief of the judge concerning the itdect of
evaluation.

The final rating is then described by means of the random blaria
such that:

m—1
r—1

PR=r)=m ( ) (1—§)T_1§m_r+(1—7r)%, r=1,2,..,m

1)
where¢ € [0,1], = € (0,1] andm is the number of grades of the eval-
uation scale. For givem > 3, then, R is a well defined Mixture of a

Uniform and a (shiftedBinomialdistribution. Theuncertaintyis repre-
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sented by means of a Uniform distribution which assigns th ¢@ssible
score the same probability. The parametatetermines the importance
of uncertainty in the final judgment: the lower the weig@it— 7) the
smaller the contribution of the Uniform distribution in thexture.

The parametef, instead, characterizes the shifted Binomial distribu-
tion which may assume different shapes (symmetric, asynunpeaked
or flat to a certain extent). This represents the subjsefactivity De-
pending on the meaning of the highest score (positive ortivegjaidg-
ment), this parameter denotes the strength of ’liking’ (bsliking’) that
the rater feels for the item.

In this sense, the model (1) is very flexible because it pesicon-
tinuum of alternative theoretical distributions to remesobserved rat-
ings: from the very extreme case of a completely random ehoiche
score (the Uniform distribution is dominant and the shifBadomial is
annihilated) to a very accurate and conscious choice (liftegiBinomial
distribution is dominant and the Uniform is annihilated)oidover, the
model is further extended in order to take the influence cérevel factors
into account (Piccolo, 2006; Piccolo and D’Elia, 2008). &ntgcular, two
relations, which connect the model parameters to significavariates
by means of a logistic link function, are added to (1). Thislffiform
fully justifies the acronym CUB given by the proposing authomn the
following section, this acronym will be used despite explany variables
are not considered.

3. Comparing and clustering CUB models

First, we briefly recall some basic properties of KL divergernn this
respect, Pardo (2005) provides an extensive review of gierere mea-
sures and related generalizations, for studying diffestatistical prob-
lems.

In general, KL divergence provides a measure of dissinyldre-
tween two probability distributiong, (x, ¢,) and f(z, 65) characterizing
a random variabl& under two different hypotheses, respectively (Kull-
back, 1959).
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Specifically, the KL divergence is defined as:

J(f1, f2) = 1(f1, f2) + 1(f2, Jo), (2)

where, assuming the case of a continuous random variable:

I filz,00) fi(z, 01)
](fl,fg) = /oo fl(ZL',Ql)lII f2($702)dx = E1 (ln f2($702)) (3)

is the mean information, with respect fg for discrimination in favor of
the first hypothesis against the second one. The other tei@h i f, f1)
is similarly defined. Of course, the case of a discrete randammable can
be easily introduced by extending (3) accordingly.

Note that the KL divergence is a symmetric and almost pasdisfi-
nite, but it is not a metric since it doesn’t satisfy the tgalar inequality.
However, due to its statistical properties, it representerg interesting
tool for establishing the comparison of CUB models as a mbbf hy-
pothesis testing.

For this aim, we illustrate a general result derived from peipnan
(1957). Consider two discrete populations each charaetgby a proba-
bility distribution function having the same functionatfiop(z, 8;) with
unspecified vector parametéts i = 1, 2. Also assume that, on the ran-
dom variable suppori(z, 8;) > 0. Suppose that we have two indepen-
dent samples oN; and N, observations randomly drawn from the spec-
ified -th population and we wish to decide if they were in fact gatext
from the same population. In order to test the hypothé&gis 8, = 6,
againstH, : 0,; # 0,;, the KL divergence statistic is defined:

o | S0t 60) e e 2 2 @

p 01=01,0:=6,

T

where the vector parametefls and 6, have been replaced by the max-
imum likelihood estimators. Then it can be shown thiais asymptot-
ically distributed as @(3 random variable when the null hypothesis is
true, beingg the common dimension of the vector parameter (Kullback,
1959). In the case under investigation, the probabilityrifigtions which
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are object of comparison are CUB distributions, each cheariaed by
two parameters as in (19,= (x,&)’, theng = 2.

In a previous contribution (Corduas, 2008), a strategy fastering
estimated CUB models has been proposed. We assume thatexbsatr
ing distributions have been originated by opinions of a grotirespon-
dents about: items (or byk groups of respondents about a given item).
The procedure consists of the following steps:

a CUB model is fitted to each observed ratings distribution;

- the (k, k) matrix of KL divergences among fitted CUB models is
evaluated,

- the test of hypotheses described in (4) is performed fdn eaaple
of CUB models. The results of testing is summarized into afyin
matrix where the, j) element isl if the homogeneity hypothesis
Is not rejected and otherwise;

- the Bond Energy Algorithm (namely BEA; McCormiekal., 1972)
is applied in order to rearrange rows and columns of the {imea-
trix into a diagonal block form.

Clusters are then identified by inspecting the rearrangedmta find
well separated unit diagonal blocks, and elongated clsisterrecognized
as blocks containing very few zero values. The method iedlekible
since it gives a visual representation of all data at the stamme and it
does not impose any general rule for clustering detection.

In the following section, by means of the analysis of an eroglidata
set, we will illustrate how hierarchical clustering teatunés can provide
a possible alternative to the above mentioned approach. séleetion
of clusters is performed by means of a widely applied metkioel com-
plete linkage method and using the selected critical vaiube hypoth-
esis testing as threshold for sectioning the dendrogramegkefrom the
divergence matrix.

Complete linkage method imposes a fixed hierarchical rulerder
to decide when to create a new cluster and is optimal for 8pextus-
ter shapes since it merges groups on the base of the farthigstoour
criterion.
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Having imposed a fixed hierarchical rule reduces the flekybdf
the approach with respect to the use of BEA algorithm wheeeuser
is left the possibility of looking at all data relationshif&an-Luu and
De Claris, 1997). However, using the significance value eestiold for
sectioning the dendrogram leads to a meaningful data repie@son. As
a matter of fact, a complete linkage method meets a more p@ise
strategy, in the sense that only elements whose reciprobences are
not significant belong to the same identified cluster. Of seuthe two
procedures provide the same final clusters whenever thasteed are
well separated.

4. A case study

Numerous contributions in literature have analyzed datael®from
periodic surveys carried out in Italian universities. Argosthers, we
mention the work by Petrucci and Rampichini (2000), Ramipicét al.
(2000), Capursi and Porcu (2001), Bernaetlial (2004), Chiandottet
al. (2006), Fabbris (2007), lannario and Piccolo (2008), Migrend
Cagnone (2008).

In this section, the proposed technique is applied in oraeescribe
the results from the survey on students’ opinions abouthiagaquality
at the University of Naples Federico Il in the 2005-06 acadsmar. Ac-
cording to the CNVSU (2002) guidelines, the questionnaraiimed at
assessing the students’ opinions about various elememnts wharacter-
ize teaching activity: 1) quality of lecture halls and teaghequipments;
2) several features of the specific course the intervieweeattending;
3) teacher’s ability.

The data set, object of this analysis, was gathered from3Heatul-
ties! of the University Federico Il and refers only to valid recgrthat is

! The Faculties are: Medicine, Veterinary medicine, Phagimagricultural Science, Biotech-
nology, Engineering, Architecture, Mathematics and NatScience, Classics and Modern stud-
ies, Law, Economics, Political Sciences, Sociology. Statl analysis at a lower level of aggre-
gation (such as curricula) has not been carried out. As eenitfact, the use of the database was
restricted by the University of Naples Federico Il whichoalequested that no identifier establish-
ing the identity of the Faculties could be included in anylmations.
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34,507 students who completed the questionnaire. Therdidatings
are expressed using a 7 point Likert scale where 7 relatdgetbighest
positive judgement.

Regarding this aspect, the experience at the Universityagliés is,
in some ways, special since ratings are expressed by means pbint
scale and, so CUB models can be fruitfully applied for dataletiong
purposes.

Other universities have experienced different ordinalescauch as 4
point scales in order to force interviewees to express flusitive/negative
opinions (Chiandotto and Bertaccini, 2008).

In the rest of this section, our attention will be focussedlom rat-
ings that the students express about elrerall quality of courses and
teachers’ ability and a comparison between Faculties wilperformed.
The ratings expressed by students in each Faculty will bsidered as
independent samples. Faculties are denoted by numberg Iydm(13).
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Figure 1.Overall quality of courses: estimated CUB models
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The values of CUB estimated coefficients range in the lovgtpart
of the unit square representing the parameter space (Figurspecif-
ically, ¢ € (0.25,0.40) and7 € (0.84,0.98). This implies that CUB
distributions are skewed to the left and characterized byerdow un-
certainty.
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Figure 2.0Overall quality of courses: clustering by BEA algorithm
panels by rows: 13 Faculties; clusters: (12,13); (7,3):94.0,11); ((2,5),(1,8)); (6)

In Figure 2, the clustered CUB distributions, produced byanseof
BEA algorithm, are illustrated.

Note that the hypothesis testing is performed using 5% fogmice
level. Only, (12) and (13) are merged reducing this level %; The
same consideration applies to the further merging of (2i6) (&,8). The
graphs highlights the fact that Faculties generally a@hsatisfying per-
formances in terms of overall quality. However, the diveigeis able to
discern differences among the Faculties. The elementdwvanemerged
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together show some common features: (7,3) share a stromgdiegical
background; (4,9,10,11) correspond to medium size Fasyl{iL,2,5,8)
have very specialized curricula.

Finally, students belonging to the Faculties (12,13) arwratterized
by a strong vocation for their future profession and gemheiae more
demanding. This consideration probably justifies the lowings that
they assign to overall teaching quality.

In Figure 3, the clustered estimated CUB models obtained &gns
of the complete linkage method from the divergence matrprésented.
The dendrogram has been truncated in order to provide a lvette of
the lower branches. The method recognizes the same clastdre BEA
algorithm; also, further merging obtained by decreasimgsilynificance
level are correctly identified.
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Figure 3.Overall quality of courses: complete linkage method

At this stage of the analysis it is worth noting that, apaotrir(12),
(8) and (16) which consist of less than 800 students, the eumibob-
servations for each Faculty is very high, ranging from 15@@lents of
(10) to 9492 of (3). This fact makes the hypothesis testiny gelec-
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tive, and, therefore, depending on the objective of theyaigla higher
threshold may be needed. Moreover, the graph in Figure Zi(sepanel)
would suggest that the overall teaching quality is judgedtogents in a
very similar way in all Faculties. Instead, given the highmier of re-
spondents, the proposed procedure has revealed that thetdferences
among ratings that students express.

The method suggested here produces a classification wHieb og
an inferential approach. For this reason the results are mMmaaning-
ful with respect to the traditional descriptive approactheTuse of the
test critical value for the identification of clusters al®¥or the pairwise
test of homogeneity for the rating distribution. Accorditogthe com-
plete linkage method, each time an element is joined to angilester,
this implies that the related rating distribution is notrsfgcantly different
from those already included in the group. The comparisorsedair-
wise with the existing merged elements. In the case undestimation,
there are Faculties where the overall judgments expresssiitients are
similar. Then, those Faculties should be assigned the samke r

Note, also, that in the situation under study the power ofstaésti-
cal test is rather high. This fact justifies the evident deleness of the
clustering technique.

Furthermore, in the presence of stable relationships antargified
clusters, the single linkage method could be used, as a teconapari-
son, in order to find further elements that merge with exgstinsters pro-
ducing elongated shapes or elements that act as bridgesdretyroups.

Table 1. Average rating of overall quality

Faculty 13 12 3 7 10 9 11 4 1 8 2 5 6
Average | 450 4.69 4.84 485 499 502 502 502 506 510 518 521553

Finally, Table 1 shows the Faculties ranked according to tneer-
age score. The ranking confirms the previous findings. Nateathrat-
ing distributions of overall teaching quality in the exaeaFaculties are
skewed negatively, so the average still provides a meaningfiking.
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5. Final remarks

CUB models may describe ordinal data by means of a parsiraenio
representation and provide a useful starting point for caning ratings
expressed by different groups of respondents. This typeanfels has
been successfully applied to data from various resear@saseich as,
medicine (D’Elia, 2007), food analysis (Piccolo and D’ER&08), social
analysis (D’Elia and Piccolo, 2005b; lannario, 2007), lirsgics (Bali-
rano and Corduas, 2008). Moreover, it has proved to be flexdbbugh
to summarize distributions with very different shapes.

In this article, we exploited this feature of CUB distrilmrtifor mod-
elling the ratings expressed by students on teaching guafitso, an
inferential approach based on Kullback-Liebler divergehas been pro-
posed for clustering ordinal data. The results are very @magpng since
the technique is able to distinguish among distributiongtvlapparently
are quite similar in terms of statistical indices such as enmdaverage.
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